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MetaCentrum & BU

Souhrn informaci pro instalaci clusteru MetaCentra v Botanickém Ustavu AV. Prehled pro vSechny
zUcastnéné. Upravujte dle potreby.

Hardware a jeho urceni
Stru¢ny prehled HW (uzld) a jeho fotky... Viceméné vse od SuperMicro.

HPC uzly (3x)

¢ 4x Intel Xeon Gold 6230, 48x 32GB DDR4 RAM, 2X Samsung SSD 960GB NVMe 2,5“

e UrCeny pro Apache Spark, Apache Hadoop a dalsi libovolné Glohy MetaCentra

e SSD by mély byt v RAID 0 — na 1. disku /, na 2. swap, na zbytku pres oba disky /scratch
 Spark a Hadoop se bude spoustét pres Singularity (viz nize)

"Standardni" vypocetni uzly (6x)

e 1x AMD EPYC Naples 7261, 8x 64GB DDR4 RAM, 2X Samsung SSD 960GB NVMe 2,5”
¢ Zcela standardni uzly MetaCentra
e SSD by mély byt v RAID 0 — na 1. disku /, na 2. swap, na zbytku pres oba disky /scratch

Virtualni stroje

» MicroBlade 314E-220, osazen 7 ziletkami (MicroBlade modul 6128R-T2X), 7 pozic pro ziletky
volnych.

» Kazda Ziletka ma 2x Intel Xeon E5-2640v4, 4x 32GB DDR4 RAM, 2x Intel SSD 120GB SATA3.

* Budou se instalovat stejné jako ostatni pres PXE.

Potrebujeme tfi stroje “zvlastniho urceni” (Celni uzel, sprava a databazovy server, viz nize). Pro tyhle
servery plati stejné pozadavky jako pro fyzické stroje, tedy hostname, verfejna IPv4 adresa nastaveny
boot pres PXE. Adresy jsou v prehledové tabulce.

o Celni uzel
o 4 vCPU, 8 GB RAM, min 50 GB disk.
o Bude slouzit jako standardni Celni uzel MetaCentra — pro pfipravu a spousténi tloh,
» Databazovy server s databazemi pro HPC uzly (Spark, Hadoop)
o 8 vCPU, 32 GB RAM, min 60 GB disk.
NoSQL databaze Neo4j a MongoDB; a MySQL/MariaDB a PostgreSQL
Bude v nasi spravé (Vojtéch, Yann) a bézi na openSUSE Leap.
Bézi na ném informacni web.
Databaze budou pfistupné normalné pres IP adresu, jiné specialni nastaveni neni nutné.
Nemélo by to byt ve stejném adresnim rozsahu, podsiti jako ostatni servery.
* Managementovaci server
o 2 vCPU, 2-4 GB RAM, min 12 GB disk.
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o Bude slouZit jako “brana” pro spravu managovaci sité server( (ikvm serverl, mgmt porty
diskového pole, switche, atd.).

o Bude mit pristup k IPMI, pro MetaCentrum bude slouzit ke spravé server( prdhonického
clusteru — aby to Slo podle potreby restartovat a tak.

o Mozna na ném pobézi mail server, mozna jesté néco dalSiho pouzivaného ke spravé
clusteru.

Podpora hyperthreadingu

Vsech 9 vypocetnich strojl podporuje hyperthreading, ma tedy k dispozici teoreticky 2x vice vidken
nez jader. Na vSech strojich ma MetaCentrum nastaveno v PBS pocet fyzickych jader a Ulohy si fikaji o
fyzicka jadra. V soucasnosti nelze v PBS néjak michat pozadavky na fyzicka a HT jadra, vétSina
aplikaci a uzivatell stejné pocita, ze dostane plnotuéné jadro.

Aplikace, které dokazi HT efektivné vyuzit, Ize si rezervovat cely stroj a pouzit libovolny pocet jader —
PBS v takovém pripadé nehlida prekroceni pozadavk{ na CPU.

Obecné zatim PBS neumi automaticky pfi pozadavku na exkluzivni uzel natahnout parametry dlohy na
vSechny zdroje uzlu, ktery planovac pridéli, uzivatel musi pfi pouziti hyperthreadingu apod. sam
prizplsobit vypocet na konkrétni stroj, predem nebo za béhu. Automaticky se predava (napr. jako
default pro MPI utility integrované s PBS) pozadované minimum poctu procesor( podle zadani.

Souborovy server (1x)

« V tuto chvili médme jeden, radi bychom vyhledové dokoupili jesté jeden.
e 1x AMD EPYC Naples 7401P, 8x 16GB DDR4 RAM, 2X Samsung SSD 960GB NVMe 2,5“.
e V ramci MetaCentra je jako storage-pruhonicel-ibot.metacentrum.cz.

Diskové pole

e QSAN XCubeSAN, 21x 14TB 7200RPM SAS3
e Soucasti pole je i SSD cache (SW Qcache “COQ SSD-C" a 2x SSD “PAH WUSTR6440ASS5200")
e Kapacita je 179 TB

Pouziti diskového subsystému

Hodlame na né&j zalohovat nase data, nicméné vSichni uzivatelé budou zaroven uzivateli MetaCentra,
s vhodné nastavenymi kvotami (mohou tam byt domovské adresare vsech uZzivateld, v pripadé
potreby se jednotlivclim zvedne kvéta). Bude to vyresené standardné pres NFS, Ulozisté bude zaroven
délat domovské adresare prihonickych strojd a bude pristupné ze vsech uzll MetaCentra. Diskové
pole je z&lohované na DU CESNETu. Budou tam uloZena data pro Spark (v domovskych adresafich
jednotlivych uzivatell) — Ulozisté musi byt pristupné ze Singularity obrazu Sparku.

Piehled stroji

Typ stroje Hostname IP adresa MAC adresy IPMI Management |Poznamky
SG350X switch  |X 192.168.160.52|04:eb:40:e0:15:ad |X X
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Typ stroje Hostname IP adresa MAC adresy IPMI Management |Poznamky
. ac:1f:6b:ad:2b:e8,lac:1f:6b:aa:cl:fb,
SMP 1 carexl.ibot.cas.cz 147'231'111'21ac:lf:6b:ad:2b:e9 192.168.160.21 X
. ac:1f:6b:ad:2b:72,lac:1f:6b:aa:cl:bd
SMP 2 carex2.ibot.cas.cz 147'231'111'22ac:lf:6b:ad:2b:73 192.168.160.22 X
. ac:1f:6b:ad:2b:78,lac:1f:6b:aa:cl:c0O
SMP 3 carex3.ibot.cas.cz 147'231'111'23ac:1f:6b:ad:2b:79 192.168.160.23 X
. ac:1f:6b:ad:2b:6¢c,lac:1f:6b:aa:cl:bb,
SMP 4 carex4.ibot.cas.cz 147'231'111'24ac:lf:6b:ad:2b:6d 192.168.160.24 X
. ac:1f:6b:ad:2c:84,lac:1f:6b:aa:c2:48
SMP 5 carex5.ibot.cas.cz 147'231'111'25ac:lf:6b:ad:2c:85 192.168.160.25 X
. ac:1f:6b:ad:2c:8c,lac:1f:6b:aa:c2:34,
SMP 6 carex6.ibot.cas.cz 147'231'111'26ac:1f:6b:ad:2c:8d 192.168.160.26 X
ac:1f:6b:cl:b8:ab,
. ac:1f:6b:cl:b8:a7,lac:1f:6b:al:44:9b
HPC1 drabal.ibot.cas.cz 147'231'111'31ac:1f:6b:c1:b8:a8, 192.168.160 .27 X
ac:1f:6b:cl:b8:a9
ac:1f:6b:cl:b4:26
. ac:1f:6b:cl:b4:27,lac:1f:6b:al:51:28
HPC 2 draba2.ibot.cas.cz 147'231'111'32ac:1f:6b:c1:b4:28, 192.168.160 .28 X
ac:1f:6b:cl:b4:29
ac:1f:6b:c1:b8:82
. ac:1f:6b:cl1:b8:83,lac:1f:6b:al:44:b2
HPC 3 draba3.ibot.cas.cz 147'231'111'33ac:1f:6b:c1:b8:84, 192.168.160 .29 X
ac:1f:6b:c1:b8:85
Celni uzel tilia.ibot.cas.cz 147.231.111.10(X X VM
T vevax o . ac:1f:6b:aa:cl:c6,
Ulozisté tilia-nfs.ibot.cas.cz|147.231.111.20(X 192.168.160.20 X
. , 192.168.1.1
' ?2?
Diskové pole X 192.168.11.1 | 192.168.160.53 X
‘ , VM, pod
Databazovy sorbus.ibot.cas.cz 147.231.111.11 X X spravou
server BU
Managementovaci|, .- . .
server tilia-mng.ibot.cas.cz|147.231.111.12(X X VM
00:20:85:e0:5f:8f
PDU 1 X X X 192.168.160.50 | DY
00:20:85:e€0:58:f6
PDU 2 X X X 192.168.160.51 | DY

Vypis HW podle dodavatele

e Spotieba W celkem 7347
e U Celkem 33

Uzel SMP 6ks

e .a-2610Q-H11S 2U-4U S-SP3,2GbE,8/16sATA,2NVMe,3 PCI-E16,3PCI-E8,8DDR4-2666

e CPAE7261 Amd EPYC Naples (SPA3 LGA) 7261 — 2,5GHz, 8core/16thread, 64MB L3,
170W/155W, 1P/2P, WOF 1 Ks
e MBS H11SSL-NC-B H11SSL-NC S-SP3, ATX, 2GbE, 8DDR4-2666, 3PCI-E1693,3-E8, 2NVMe,
8SAS3(LSI3008), 8SATA,M.2,IPMI 1 Ks

PA4 64EL-2666-4R 64GB 2666MHz DDR4 ECC LoadReduced 4R, LP(31mm), Samsung 8 Ks
LAl OPA100-1-E8LP Intel Singl port OPA100 (QSFP28) PCI-E8 LP 1 Ks
LA# 1210AT G2 Sitova karta Intel i210AT 2x GbE na zakl. desce 1 Ks
VG# AST2500 Aspeed AST2500 1 Ks
PAS PM983 0960 25 Samsung SSD PM983 960GB NVMe 2,5” 2 Ks

e CO# IPMI XX IPMI 2.0 modul s KVM-over-LAN na zakladni desce 1 Ks
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KAS CBL-SAST-0934-12 OCuLink NVME SFF-8611 -> OCuLink NVME SFF-8611 — 50cm 2 Ks
CAS MCP-220-82619-0N Pridavny NVMe box pro 2x2,5“ hotswap do
SC826B/SC216B/846X/847B/417B/226S na zadni strané (oculink konektor) 1 Ks

CAS SC826TS-R700LPB SC826TS-R700LP noBPN,CD 2U eATX13,12sATA/SAS, rPS 700W, 7LP,
cerné 1 Ks

CZ# 2 Redundantni zdroj 1 Ks

CHS SNK-P0063AP4 SNK-PO063AP4 Aktivni 2U heatsink pro AMD SP3 LGA 1 Ks

SLA ZAS NBD OSTAT Zasah 3r NBD on-site — cena po individualnim posouzeni 1 Ks
Spotreba W 1ks 409

Spotreba W celkem 2454

U Celkem 12

Uzel HPC 3ks

CPI XC6230-TR Intel Xeon Gold 6230 — 2,1GHz@10,40GT 27,50MB cache
20core,HT,125W,FCLGA3647,2P/4P,2933MHz tray 4 Ks

PCS 2049U-TR4 SuperServer 2049U-TR4 2U 4S-P, 4GbE,20SFF+4SFF/NVMe, IPMI, 48DDR4, 6PCI-
E16,8-E8, rPS (80+ TITANIUM) 1 Ks

SLA ZAS NBD OSTAT Zasah 3r NBD on-site — cena po individualnim posouzeni 1 Ks

PA4 32ER-2933-2R 32GB 2933MHz DDR4 ECC Registered 2R, LP(31mm), Samsung 48 Ks

LAl OPA100-1-E8LP Intel Singl port OPA100 (QSFP28) PCI-E8 LP 1 Ks

COS AOC-SLG3-4EA4T Supermicro AOC-SLG3-4E4T — 4xNVMe (Oculink SFF-8611) HBA, PCI-E16
g3 LP (X11) 1 Ks

KAS CBL-SAST-0929 OCuLink NVME SFF-8611 (AOC) -> SFF-8643 NVME (backplane) — 57c¢m 4
Ks

CAS MCP-220-00127-0B 2,5" NVMe ramecek pro SC113/116/119/213/216/219 (gen3) 2 Ks

PAS PM983 0960 25 Samsung SSD PM983 960GB NVMe 2,5“ 2 Ks

Spotreba W 1ks 1210

Spotreba W celkem 3630

U Celkem 6

Souborovy server

.2-2610Q-H11S 2U-4U S-SP3,2GbE,8/16sATA,2NVMe,3 PCI-E16,3PCI-E8,8DDR4-2666 1ks

CPA E7401P Amd EPYC Naples (SPA3 LGA) 7401P — 2,0GHz, 24core/48thread, 64MB L3,
170W/155W, 1P pouze, WOF 1 Ks

MBS H11SSL-NC-B H11SSL-NC S-SP3, ATX, 2GbE, 8DDR4-2666, 3PCI-E1693,3-E8, 2NVMe,
8SAS3(LSI3008), 8sATA,M.2,IPMI 1 Ks

PA4 16ER-2666x 1R 16GB 2666MHz DDR4 ECC Registered 1R, LP(31mm), Samsung 8 Ks

LAl OPA100-1-E8LP Intel Singl port OPA100 (QSFP28) PCI-E8 LP 1 Ks

LAS AOC-STGN-I2S Supermicro STGN-i2S — Dual port 10GbE (SFP+) PCI-E8 (g2) LP, odpovida
X520A-DA2 1 Ks

LAS AOC-STGS-I1T Supermicro STGS-I1T — Singl port 10GbE (10GbE-T) PCI-E4 (g3) LP, odpovida
X550AT 2 Ks

LAS AOC-S40G-I11Q Supermicro S40G-11Q — Singl port 40GbE (QSFP+) PCI-E8 (g3) LP, odpovida
XL710 2 Ks

LA# 1210AT G2 Sitova karta Intel i210AT 2x GbE na zakl. desce 1 Ks

VG# AST2500 Aspeed AST2500 1Ks

PAS PM983 0960 25 Samsung SSD PM983 960GB NVMe 2,5” 2Ks
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e CO# IPMI XX IPMI 2.0 modul s KVM-over-LAN na zakladni desce 1Ks

e KAS CBL-SAST-0934-12 OCuLink NVME SFF-8611 -> OCuLink NVME SFF-8611 — 50cm 2Ks

e CAS MCP-220-82619-0N Pridavny NVMe box pro 2x2,5“ hotswap do
SC826B/SC216B/846X/847B/417B/226S na zadni strané (oculink konektor) 1Ks

e CAS SC826TS-R700LPB SC826TS-R700LP noBPN,CD 2U eATX13,12sATA/SAS, rPS 700W, 7LP,
cerné 1Ks

o CZ# 2 Redundantni zdroj 1Ks

CHS SNK-P0O063AP4 SNK-PO063AP4 Aktivni 2U heatsink pro AMD SP3 LGA 1Ks

SLA ZAS NBD OSTAT Zasah 3r NBD on-site — cena po individualnim posouzeni 1Ks

Spotreba W celkem 433

U Celkem 1

Diskové pole 1ks

e QXS16 QSAN 3U XeonD/max.128GB,iSCSI SAN,16XxSAS3, 4x10GbE-T,volitelné:16 xFC/10GbE,
DualCntrl,rPS

e COQ XS3224-D QSAN XCubeSAN XS3224 4U,iSCSI SAN,24xSAS3, 4x10GbE-
T,volitelné:16 xFC/10GbE, DualCntrl,rPS 1Ks

e COQ C2F-SP256G QSAN XCubeSAN XS1200/3200/5200/7200 — SuperCap + M.2 flash
(max.256GB RAM) 1Ks

e COQ XS-08GB QSAN XCubeSAN X51200/3200/5200 — DDR4 8GB 1Ks

e HDH WUH721414AL4204 14TB WDC Ultrastar He14/DC530 — 7200rpm, SAS3, 4kn, 512MB, (SE)
3,5" 21Ks

e LPS C6-018 Cat6 RJ-45 (10GbE-T) — 180cm, Zluty 2Ks

e COQ SLR-RM3640 QSAN XCubeSAN/DAS XS3200/5200/5300/7200 — kolejnice 1Ks

e KAN 220V 1A 16A Value Kabel sitovy prodluzovaci, IEC320 C14 — C13, 1m, ¢erny 2Ks

e SLA OP NBD P500Q Oprava 3r NBD on-site pro QSAN P500Q, Pfijem hlaseni 8-22 hod. PO-PA 1Ks

» Spotreba W celkem 430

e U Celkem 3

Infrastruktura

KAM QSFP-030 2Ks

o Mellanox MC2210128-003 QSFP+-QSFP+ 40GbE kabel, 3m
KAS CBL-0892-OPC20 10Ks

o Supermicro QSFP28 OmniPath (OPA100) pasivni DAC kabel 2m
LAC SG220-50-K9-EU 1Ks

o Cisco SG220-50 50-Port Gigabit Smart Switch
LAS SSH-C48QM 1Ks

o INTEL® Omnipath 100G (OPA100) ToR switch 48 QSFP portl 2PS
LPX RTA-47-L81-CAX-A1-MAA + RAX-VC-X42-X2 1Ks

o 19" rozvadéc stojanovy 47U/800x1000, typ RT-A3, dv. sito 80%-6mm,RAL7035
SLA ZAS NBD OSTAT 1Ks

o Zasah 3r NBD on-site — cena po individualnim posouzeni
UPE 9SX11KiRT 1Ks

o UPS 1/1faze, 11kVA — 9SX 11000i RT6U
UPE 9SX5KiRT 5KV 3U 1Ks

o UPS 1/1faze, 5kVA — 9SX 5000i RT3U
UPE EFLX12l 4Ks
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o FLEXPDU 12 IEC/2X 6 IEC 10A 1X 16A
e UPE INSTAL 1Ks

o Standardni instalace na pfipravené privody k UPS 7-15kVA
e UPE KK MS 5P5PX 2Ks

o Komunika¢ni karta — MS Web/SNMP Gigabit (pro 5P, 5PX,
« Sitova kabeldz 1Ks

o Kabelaz dle potreby
e Spotreba W celkem 400
e U Celkem 11

Zmény oproti vypisu vysSe

1. Dve UPS typu “UPE 9SX11KiRT” a “UPE 96X5KiRT 5KV 3U” budou nahrazeny jednou “UPE
EAZC122440110000" v¢etné komunikacnych karet.

2. 4x pdu rozvody typu “UPE EFLX12I" budou nahrazeny 2x fizenymi pdu typu “UPE EMIB20"

3. Server typu “Diskové pole” bude doplnén o SW Qcache “COQ SSD-C” a 2x SSD “PAH
WUSTR6440ASS200”

4. Lan switch “LAC SG220-50-K9-EU” bude nahrazen switchem “LAC SG350X-48-K9-EU”

Kontakty

Zodpovédni za nakup HW a jeho védecké vyuZziti:

 Yann JK Bertrand, 271015472 — $éf bioinformatiky
 Vojtéch Zeiek, 271015173, 608944101, https://trapa.cz/cs — hlavni pracovni sila bioinformatiky

o0
~

Sprava IT v BU --- pfistup do serverovny

Zmacknout reset, nastavovat néco v BIOSu, obc¢as vytahnout néjaky kabel.

* Jana Vojifova (vedouci IT), 271015210, 602300401
e Jan Panoch (zodpovédny za sit)
e Jan Kral, 271015210

Apache Spark a Hadoop

Apache Spark, Apache Hadoop — toto se tyka hlavné Yanna

Asi nejjednodussi bude spoustét Spark v Singularity. Existuji obrazy pro Docker, které by mély byt

snadno prevoditelné na Singularity, pfipadné miZzeme pripravit obraz pro Singularity. Pak se podle
o0

nas bude Spark dat pouzivat v intencich dokumentace MetaCentra. =~ Predpokladame, Zze bude

jednodussi mit Spark v Singularity, nez jej instalovat ru¢né, a¢ ani to by nemél byt zasadni problém.

Root Ucet kazdopadné nepotrebujeme.
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Singularity Spark kontejner dame k dispozici ostatnim uZivatelim. Vystavime jej v ur¢itém adresari
(na docker/singularity hubu, AFS, NFS, ...) a na wiki popiSeme, jak si jej zkopirovat, spustit a pfipadné
upravit.

Na uzlech, kde Spark pobézi nebude tfeba zadna specialni trvale bézici sluzba, vSe se bude spousté
standardné pres qsub. Do obrazu Sparku bude pfipojeno nase Ulozisté (takze tfeba néco jako
/storage/pruhonice2-archive/.. pfipojené tfeba do /mnt, néco jako singularity -B
/storage -B /auto -B /mnt). Ulohy se tedy budou spoustét na vyzadani, stdhnou si data z

o0
centrélniho GloZisté a na konci po sobé uklidi (vy¢isti se /scratch). Prosté jako obvykle. = Ulohy
mohou bézet velmi dlouho (q_2w apod.), nicméné volna kapacita uzld bude k dispozici pro libovolné
jiné ulohy.

Z kontejneru Singularity budou také pfistupné databaze na nasem databazovém VM (viz vyse)
standardné pres IP adresu.

Sitové servery v BU

e DHCP server: 192.168.1.1 (nebo 192.168.160. 1 na samostatné vlan pro vypocetni
cluster)

e DNS server: 192.168.3.93a192.168.3.94

e Mail server: smtp.ibot.cas.cz (192.168.3.214)

Fotky clusteru

Rack s clusterem

(]

Datové uloziste
(=]

HPC uzly

[

Standardni vypocetni uzly

]
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Virtualni servery
(=[x

Kabelaz

EJE]eles

Prioritni pFistup BU k prdhonickému clusteru

e Lze omezit maximalni délku Gloh ostatnich uzivatell spousténych na prlihonickém uzlu.
o Typicky jsou alespon z poc¢atku povoleny ulohy “cizich” uzivateld jen do q_1d vcetné.
Podle zkuSenosti to Ize upravit.

¢ V Perunovi je skupina ibot, kterou spravuje VZ a kterd zajistuje pfistup do specialni fronty
zajistujici prioritni spusténi Gloh na prhonickém clusteru (qsub -q ibot ..) — neni nutné
specifikovat konkrétni stroj/cluster (nicméné to Ize kombinovat). Skupina ibot zaroven zajistuje
kvétu 2 TB na prihonickém datovém ulozisti (Ize ji navysit).

 Na UloZisti jsou adresare vsech uzivatell, ale vsichni kromé ¢lend urcitych skupin nebo
vybranych jednotlivcl maiji limit 10 GB. S kvétami pro uZivatele/skupiny Ize libovolné
manipulovat.

Sprava skupiny ibot

e Registracni formular neni k dispozici, sprava skupiny je mozna pfimo v Perunovi (spravcem je
VZ). Registracni formular by se vyplatil pfi cca 50 a vice uZivatelich. Bylo by potfeba védét, co
by na prihlasce novi uzivatelé méli vypliovat, treba néjaké zdlvodnéni atp. A jestli schvalovat
ruc¢né, spravcem, nebo automaticky. Také je potreba védeét, jestli ¢lenstvi v ibot bude
expirovat néjak jinak, nez v Meta.

e K dispozici je E-mailova konference, jejimiz ¢leny jsou automaticky vsichni ¢lenové skupiny
ibot.

Sdilené adresare na ulozisti

Vhodné pro:

1. Zalohovani dat néjaké laborky, pristroje, apod., aby to nebylo vazdno na konkrétniho uzivatele,
ale aby tam mohlo zapisovat vic lidi a/nebo aby existoval néjaky servisni Ucet.
2. Sdileni dat mezi vice lidmi pracujicimi na jednom projektu.

Podle potreby se budou pridavat skupiny zajistujici oddéleny pristup do sdilenych adresard. Moznosti
je i vytvoreni servisniho uzivatele v néjaké skupiné, do které zaroven zaradime uzivatele, ktefi maji
mit moznost Cteni a/nebo zapisu v daném sdileném adresari.
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Dotazy na MetaCentrum

1. Odpewidaji-vybrana doménova Jmena uqu—tFadAepm—a—sfeyIH—MetaGenfeFaJ—
2. Instalujise-virtudini serveryi
3. SGH-GaSt-I—dISkOVGhO poIe—queéSD—eaehe—Bade%eA%ade%t—%jakeu—speemﬁFmstalaeﬂ

5. / o 7 U LY . Sparkl | . I I : = / v | Io .

17. Jak je to s PDU? Funguje spravne?
18. Bude druhy souborovy server vyzadovat néjakou jinou/specialni sitovou konfiguraci? Jaké bude
mit hostname?

Fix Me! 17 Delete!

Kam potrebuji mit spravci MetaCentra pristup

e Switch SG350X (webové rozhrani, SSH) propojujici vsechny fyzické uzly (HPC a SMP) a diskovy
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server.

« IPMI na konzoli vsech serverl v racku pfipojenych switchem SG350X. Potom bude MetaCentrum
moct instalovat uzly zcela samostatné. V podstaté to bude probihat tak, Ze si z PXE
MetaCentrum nabootuje vzdy jeden uzel za kazdou HW konfiguraci, odzkousi, ze instalace
funguje spravné a pak spusti instalaci na zbytku clusteru.

* Sprava virtualnich serverd (Celni uzel, spravcovsky uzel apod.). Webové rozhrani virtualiza¢ni
platformy nebo néjaky jiny zplsob, jak pripadné zaseknuty virtual natvrdo resetovat a u té
spravy virtualnich server( potrebujeme hlavné pristup na konzoli, abychom mohli
instalovat/reinstalovat pripadne debugovat, kdyz se virtual zasekne.

Sprava vritualnich serveru MetaCentrem

Pfiprava na strané BU a néaslednd sprava MetaCentrem...

Pokud bude néjaky stroj instalovan ze strany BU, sta¢i na n&j dat SSH kli¢ ssh-ed25519
AAAAC3NzaC1l1ZDIINTE5AAAATIA+ul/VyPP3G10Qd+ud+15KmcHG911a69g/2y4qinlkg dexter a

o0
A

do néjakého textového souboru ulozit hesla.

Instalace

Na vsechny vypocetni stroje nainstalujeme automatickou instalaci Debian9

Na frontend vypocetnich uzlu nainstalujeme automatickou instalaci Debian9 NEBO (pro virtualy
mozna o trochu jednodussi varianta) vy nainstalujete cisty Debian9 a date mi tam ssh klic na
roota

Na frontend diskoveho pole nainstalujeme automatickou instalaci Debian10

Na management stroj nainstalujeme automatickou instalaci Debian10 NEBO (pro virtualy mozna
o trochu jednodussi varianta) vy nainstalujete cisty Debian10 a date mi tam ssh klic na roota

Jeste tam, kde je “vy nainstalujete” je mozna i varianta, ze nam date pristup na konzoli s pripojenym
debian netinst iso a ja si to nainstaluji sam. Ohledne verzi zjednodusene receno - tam kde maiji
uzivatele moznosti spoustet vypocetni SW bude prozatim Debian9 pricemz upgrade celeho
MetaCentra na Debian10 probehne behem pristiho roku. Na ostatnich uzlech bude Debianl0.

Spravcovska rozhrani

e Sprava virtuall (proxmox): https://192.168.4.20:8006/

e Sprava SuperMicro clusteru: https://192.168.160.20/

e Switch clusteru: viz IPMI adresy — webové rozhrani prislusného serveru je na prislusné IP
adrese.

Pozadavky MetaCentra na sit

Zaklad je sitovy pristup, domluvte si, ze budete mit pripravene napojeni vaseho switchne na ten
centralni, pripraveny na prelomu roku, ze budete mit pripravene IP adresy apod. Pro instalaci si
kolegove s vami domluvi vse potrebne (instalujeme to s DHCP+TFTP), zbytek uz by mela byt vice
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mene automatika.

Potrebujeme pro kazdy uzel jednu verejnou IPv4 adresu, ktera nebude za firewallem. Vhodne je mit ty
stroje v jednom souvislem bloku adres. Co se nazvu tyce, bud udelame 2 ruzne nazvy (HPC/SMP),
nebo jeden nazev s cisly. Konkretni nazev necham na vas, napr. na MU se inspiruji J. R. R. Tolkienem
(Doom, Arien, Skirit), v Olomouci pivem (Radegast, Gambrinus), na ZCU je to recka mytologie
(Nympha, Minos). Kazdy uzel musi mit v DNS A a PTR zaznam.

V pripade, ze mame v jedne lokalite a v jedne dodavce nekolik HW konfiguraci, osvedcilo se nam
pojmenovavat tak, aby bylo jedno spolecne jmeno pro cluster ale bylo zde rozliseni cisly, ve vasem
pripade to konkretne bude (v pripade, ze se cluster bude jmenovat treba kytka):

# SMP:
kytkal-1.ibot.cas.cz
kytkal-2.ibot.cas.cz

kytkal-6.ibot.cas.cz

# HPC:

kytka2-1.ibot.cas.cz
kytka2-2.ibot.cas.cz
kytka2-3.ibot.cas.cz

Samozrejme pokud by se vam vic libilo mit 2 ruzna jmena, tak je to taky mozne, pak jen trochu
nebude sedet nazev frontendu a diskoveho pole, protoze se bude jeden z clusteru jmenovat jinak (coz
taky samozrejme nicemu nevadi, jen kosmetika).

Kazdy uzel musi mit primo jednu verejnou IPv4 adresu bez jakychkoliv NATu a firewallu. V opacnem
pripade bude problem jednak provest vzdalenou instalaci a jednak uzel provozovat. Totez bych prosil i
pro -mng, frontend, frontend diskoveho pole, zkratka vseho, co chcete integrovat do MetaCentra.

Instalace --- instrukce z MetaCentra

Co se samotne instalace tyce, nejjednodussi zpusob je nechat nas cluster nainstalovat pres PXE
hromadnou automatickou instalaci. K tomu staci, kdyz bud:

¢ nastavite vas DHCP server nasledovne:

nastaveni DHCP serveru

use-host-decl-names on
next-server 147.251.9.127
option architecture-type = 00:09
filename "/grub/x86 64-efi/core.efi";
elsif option architecture-type = 00:07
filename "/grub/x86 64-efi/core.efi";

filename "/grub/i386-pc/core.0";
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# a u jednotlivych stroju jeste pro jistotu
option host-name "clusterXY.domena.cz";

e NEBO nastavite dhcp-relay na sitovem prvku na 195.113.214.4 a poslete nam seznam
MAC adres, IP adres a hostnamu jednotlivych stroju

Nasledne se necha jeden stroj za kazdou konfiguraci nabootovat z PXE, my si ho osahame,
navrhneme rozlozeni disku a nainstalujeme cely cluster.

Pokud by vam tento zpusob nevyhovoval nebo by stroje mely problem s bootovani pres PXE, umime
vytvorit MetaCentrum instalaci i z ciste nainstalovaneho Debian 9 Stretch. Neni to preferovany
zpusob, ale pokud by vam to sedelo vice, je to mozne.

Dale bychom potrebovali znat adresy DNS serveru a mail serveru, ktere je mozne na clusteru
pouzivat. Pres ten mail server budeme posilat postu jak pro administratory tak pro uzivatele. Pripadne
umime oboje outsourcovat na servery CESNETu, ale lepsi je to mit co nejbliz clusteru.
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